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1 Introduction

Since the advent of side channel attacks, classical cryptanalysis is no longer suf-
ficient to ensure the security of cryptographic algorithms. In practice, the imple-
mentation of algorithms on electronic devices is a potential source of leakage that
an attacker can use to completely break a system [KJJ99,BB03,GMO01]. The
injection of faults during the execution of cryptographic algorithm is considered
as an intrusive side channel method because secret information may leak from
malicious modifications of the device’s behavior [BDL97,BDL01,BS97]. In this
context, the security of public key cryptosystems [BDL97,BDL01] and symmet-
ric ciphers in both block [BS97] and stream modes [HS04] has been challenged.
In this context, finding efficient countermeasures for cryptosystems against fault
attacks is challenged by a constant discovery of flaws in designs. Even elements,
such as public keys, that do not seem critical must be protected against physical
attacks [BMM00,BCMCC06,KBPJJ08]. In this paper, we propose to distinguish
potential source of leakage in designs that may lead to critical security flaws,
even using provably secured cryptographic algorithms.
The rest of the paper is organized as follow. The example presented in Sec-
tion 2 highlights the need for protecting both hardware and software against
physical attacks. The Section 3 describes the different source of physical leakage
referenced in the literature that must be considered as potential threats when
designing secured systems.

2 A proof-of-concept example

Since its invention in 1977, the celebrated RSA primitive has remained unbroken
from a mathematical point of view, and has been widely used to build provably
secure encryption or signature protocols. However, the introduction in 1996 of
a new model of attacks – based on fault injections – by Boneh, deMillo and
Lipton suggests the use of specific countermeasures to obtain a secure RSA
implementation. In the special case of CRT implementations – that is widely
deployed in smart card industry – many protections have been proposed and
most of them have been proven insufficient to ensure resistance against physical
attacks and particularly fault injection attacks.



2.1 Description of CRT-RSA implementations

Standard RSA. Let N , the public modulus, be the product of two large prime
numbers p and q. The length of N is denoted by n. Let e be the public exponent,
coprime to ϕ(N) = (p− 1) · (q− 1), where ϕ(·) denotes Euler’s totient function.
The public key exponent e is linked to the private exponent d by the equation
e · d ≡ 1 mod ϕ(N). The private exponent d is used to perform the following
operations:

RSA Decryption: Decrypting a ciphertext C boils down to compute m̃ ≡
Cd mod N ≡ C

∑i=n−1
i=0 2i·di mod N where di stands for the i-th bit of d. If

no error occurs during computation, transmission or decryption of C, then
m̃ equals m.

RSA Signature: The signature of a message m is given by S = ṁd mod N
where ṁ = µ(m) for some hash and/or deterministic padding function µ.
The signature S is validated by checking that Se ≡ ṁ mod N .

CRT Optimization. The improvement brought by the Chinese Remainder The-
orem concerns the computation of the modular exponentiation. In CRT mode,
instead of computing the d-th exponentiation, two half exponentiations by dp ≡
d mod (p − 1) and dq ≡ d mod (q − 1) are done. Let iq ≡ q−1 mod p be the
inverse of q in Z/pZ, the signature S is calculated with Garner’s algorithm,
denoted by CRT:

S = CRT(Sp, Sq)

= Sq + q(iq(Sp − Sq) mod p) (1)

with

{
Sp ≡ ṁdp mod p,

Sq ≡ ṁdq mod q.

This trick speeds up the computation by computing two half exponentiations
modulo a n/2-bit number instead of an exponentiation modulo a n-bit number.
Because of the multiplication’s quadratic complexity, the CRT computation is
four times faster than the standard one. In both modes, the signature S is
validated by checking if:

Se ≡ ṁ mod N (2)

For performance purpose, this particular implementation of RSA is widely de-
ployed on secured embedded systems such as smart cards. Even if these opera-
tions are totally secured in a mathematical point of view, the next chapter will
show that extending the security of this secured protocol to an entire system
(e.g.the combination of a smart card and a cryptographic algorithm) is not so
straightforward.

2.2 How to exploit faulty computations

Bellcore’s attack. In 1996, Bellcore researchers introduced the Differential Fault
Analysis (DFA) by attacking the CRT based implementation of RSA. The prin-
ciple is to induce malicious faults during the execution of the RSA and exploit



the faulty result to recover secret information. They showed in [BDL97,BDL01]
that if an error occurs while computing one of the two half exponentiations (i.e.
Sp or Sq but not both) then, from the faulty signature Ŝ and the correct one
S, it is possible to factor N . Indeed, assume that an error was provoked dur-
ing the computation of Sp resulting in a faulty value Ŝp, then the signature

Ŝ = CRT(Ŝp, Sq) is faulty too. Moreover, Ŝ ≡ S mod q but Ŝ 6≡ S mod p. So,

only q | (Ŝ − S) and:
q = gcd((Ŝ − S) mod N,N) (3)

This result was reduced to the mere knowledge of the faulty signature by A. Lenstra
[JLQ99], noticing that Ŝe ≡ ṁ mod q but Ŝe 6≡ ṁ mod p:

q = gcd((Ŝe − ṁ) mod N,N) (4)

Possible Countermeasure. The difficulty for designing efficient countermeasures
does not rely only on the attack model to defeat. Indeed, a well-designed coun-
termeasure has to provide a high security level but also reasonable performance.
In that sense, computing twice an RSA signature cannot be considered as an
efficient countermeasure. In [Sha97], A. Shamir presents a method to defeat DFA
by randomizing the computation of Sp and Sq and adding a checking test before
returning the signature. Let r be a κ-bit random value. The cryptographic device
computes: {

Srp ≡ ṁd mod (r · p)
Srq ≡ ṁd mod (r · q)

(5)

Then, we check that no error occurs during the computation of the two half
exponentiations:

1. If Srp ≡ Srq mod r, return S = CRT(Srp, Srq),
2. Else, return Error detected.

The main drawback of this method is that it requires the knowledge of d whereas,
on a real cryptographic device that implements CRT-RSA, only dp ≡ d mod (p−
1) and dq ≡ d mod (q− 1) are available. That is why M. Joye, P. Paillier and S.
Yen have proposed in [JPY01] an optimization of Shamir’s countermeasure. Let
r1 and r2 be two κ-bit random integers. The device computes:

S∗
p ≡ ṁdp mod (r1 · p), S1 ≡ ṁdp mod ϕ(r1) mod r1

S∗
q ≡ ṁdq mod (r2 · q), S2 ≡ ṁdq mod ϕ(r2) mod r2

(6)

Both half exponentiations are checked separately before the CRT recombination:

1. If S1 ≡ S∗
p mod r1 and S2 ≡ S∗

q mod r2, return S = CRT(S∗
p , S

∗
q ),

2. Else, return Error detected.

Thus, this optimization is resistant to fault injection during the two half expo-
nentiations and only needs classical CRT parameters. Unfortunately, this coun-
termeasure has been also broken by further attacks [ABF+02] and many software
architecture for protecting CRT-RSA implementations against faults have been
proposed [YKLM01,BOS03].



3 Classification of Side-Channel Attacks against
Cryptographic Implementations

In this context, new cryptanalytic attacks become possible which are known
as physical cryptanalysis. Physical cryptanalysis includes two main families of
attacks: side channel analysis and fault analysis. Side channel attacks exploit
the physical leakage of the cryptographic computation. This leakage provides
sensitive information that often makes it possible to recover the secret key even
though the cryptosystem is proven secure. Regarding fault attacks, they consist
in disrupting the cryptographic computation so that it produces erroneous re-
sults. These erroneous results are then analyzed in order to deduce information
about the secret key.

Physical attacks performed against smart cards – or any secured embedded
system – can further be divided into different categories depending on how they
affect the physical integrity of the card:

3.1 Invasive Attacks

In this family of threat, the attacker is supposed to have a total physical control
of the system to break. For instance, a smart card can be depackaged in order
to extract its microchip. This enables probing attacks that directly examine the
content of ROM or EEPROM or that spy the memory bus during a computa-
tion as well as destructive attacks that remove or modify some elements of the
chip. Such attacks are complicated to mount in practice and require high-tech
microelectronic equipment.

3.2 Semi-Invasive Attacks

In this model the attacker is supposed to have only a limited physical control of
the system to break. The depackaging of the card can be used to facilitate phys-
ical cryptanalysis. It is in particular necessary to measure the electromagnetic
radiations produced by the chip [GMO01,QS02] as well as to induce errors via
light pulses [SA02]. For such a purpose, a partial depackaging may suffice to ex-
pose the chip without altering its integrity. These attacks requires less privileges
than invasive attacks but quite expensive equipments.

3.3 Non-Invasive Attacks

Altering the physical integrity of the card is not mandatory for physical crypt-
analysis. In particular, measuring the power consumption [KJJ99]. Hence, the
well known Simple/Differential Power Analysis – that allows the attacker to re-
trieve secret informations from single/multiple power traces – can be considered
as Non-Invasive Attacks. Moreover injecting faults using the malicious variation
of a card input signals such as power and clock glitches [BS97] are non-invasive
attacks. This attack model is the most powerful since the privileges given to
the attacker are quite limited and that attack can be mount with an affordable
high-tech microelectronic equipment.



4 Conclusion
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